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1 Context of the intership
This intership will take place within the ANR project COREGRAPHIE1 and will be co-supervised by
Julien Baste, Mohammed Haddad and Hamida Seba. The student can be hosted either in the GOAL
(Graphes Algorithmes et Applications) team at LIRIS (Lyon) or in the ORKAD team at Cristal(Lille).
This intership can be followed by a PhD thesis.

2 Description
Graph compression, also known as graph summarizing attracts more and more interests in various
domains [5,7,9]. Existing works show that graph compression is not only a tool to reduce the amount
of storage required to store massive graphs but also an interesting pre-processing step that can en-
hance graph algorithms. Graph compression provides another point of view from which we can tackle
scalability and performance issues. Beyond the reduction of the volume of data which is the main aim
of compression, we are looking for significant summaries that can be used, in graph analysis, without
decompression. A graph summary can be lossy or lossless according to wether it preserves all the se-
mantic and structural information of the original graph or not. Several approaches have been used to
summarise graphs such as graph separators [2], modular decomposition [4,6,8], k2-trees [1,3], frequent
substructures [9], etc.

During this intership, we will start from the fact that storing the vertex set of a clique is smaller
than storing all the edges of this clique and the same applies to dense substructures of the graph.
Based on this, we want to compress a graph using its cliques and quasi-cliques. The cliques or quasi-
cliques we consider can overlap as long as they always contains edges that are not already encoded
(i.e., marked).

We proceed as follows for a graph G:

Algorithm 1: Greedy cliques
Result: set S of cliques
unmark the edges of G;
S = ∅;
while there exists an unmarked edge do

select an unmarked edge, this will be a clique K;
while there exists v a common neighbors of every vertex of K and there exists u ∈ V (K)
such that {u, v} is unmarked do

add v to K;
end
add K to the set of remembered cliques S;

end
Return the set S of cliques
We also want to consider variant of this algorithm where at step 3 we select v that maximizes the

set of unmarked edges. We also consider the case where K is not a clique but a quasi-clique and so
at step 3, we may allow that v is not neighbor of all K but just a fraction such that K respect the
conditions we want for the quasi-clique.
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We expect that this procedure will reduce significantly the size of the graph for community graph
in particular.

Moreover, we then can construct the compressed graph as the graph with vertex set S, the set of
cliques, where there is an edge between K1 ∈ S and K2 ∈ S if and only if V (K1)∩ V (K2) 6= ∅. In this
compressed graph we can compute for instance the shortest path in an exact way by adding a source
and a sink.

As a matter of fact, in order to mitigate appearance of false edges in the decompressed graph, we
also consider quasi-cliques in the complementary of the original graph. Thus finding the right decom-
position of the graph and/or its complementary will have crucial importance in the context of a lossy
compression designed for a specific application. We also believe that we can compute communities
directly in the compressed graph.

N.B.: The study to be carried out during this internship could be purely theoretical or much
more guided by practical applications with strong programming and benchmarking track. This will be
defined in details with the candidate according to her/his profile.
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